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Abstract—We present a comprehensive evaluation of tem-
perature effects on threshold current and slope efficiency of
1.55 m Fabry–Perot ridge-waveguide lasers between 20C
and 120 C. Experimental results are analyzed using the com-
mercial laser simulator PICS3D. The software self-consistently
combines two-dimensional carrier transport, heat flux, strained
quantum-well gain computation, and optical waveguiding with a
longitudinal mode solver. All relevant physical mechanisms are
considered, including their dependence on temperature and local
carrier density. Careful adjustment of material parameters leads
to an excellent agreement between simulation and measurements
at all temperatures. At lower temperatures, Auger recombination
controls the threshold current and the differential internal effi-
ciency. At high temperatures, vertical electron leakage from the
separate confinement layer mainly limits the laser performance.
The increase of internal absorption is less important. However,
all these carrier and photon loss enhancements with higher
temperature are mainly triggered by the reduction of the optical
gain due to wider Fermi spreading of electrons.

Index Terms—Laser measurements, laser thermal factors,
numerical analysis, optical losses, quantum-well devices, semicon-
ductor device modeling, semiconductor lasers, temperature.

I. INTRODUCTION

T HE PERFORMANCE of long-wavelength (1.3 or 1.55
m) InGaAsP–InP laser diodes is known to be strongly

temperature-dependent [1]. Self-heating or ambient tempera-
ture elevation cause the threshold current to increase and the
slope efficiency to decrease. During the last two decades, much
effort has been devoted to the explanation and the reduction of
the temperature sensitivity of long-wavelength lasers [1], [2].
CW lasing has been achieved up to 165C (1.55 m) [3] and
160 C (1.3 m) [4], respectively. AlGaInAs–InP lasers have
shown CW operation up to 170C as well as a record-high
lasing temperature of 210C in pulsed operation (1.3m) [5].
The difference between both temperatures reflects the effect
of self-heating. It is larger for 1.3-m AlGaInAs–InGaAs
lasers (CW: 155C, pulsed: 210C), which is mainly due to
the smaller thermal conductivity of the InGaAs substrate [6].
However, the physical mechanisms dominating the temperature
sensitivity are still under discussion. In recent years, this dis-
cussion includes Auger recombination [7], intervalence band
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absorption (IVBA) [8], thermionic carrier emission out of the
active region [9], lateral carrier spreading [10], passive layer ab-
sorption [11], spontaneous recombination within passive layers
[12], and optical gain reductions [13], [14]. Combinations of
several effects need to be considered to explain experimental
results [15]. Different physical mechanisms govern in different
temperature regions with a critical transition temperature
[16]. Gain and loss mechanisms depend on the distribution
of electrons and holes [17]. One-sided models can lead to
one-sided interpretations of experiments and can contribute
to the controversy in this field. In this paper, we present an
analysis of measurements considering all of the above physical
mechanisms and their interaction self-consistently.

Sophisticated numerical laser models have been developed
by several research groups and advanced commercial software
is available to the public. Some of these models have been used
to study temperature effects on GaAs-based lasers [18], [19].
CW lasing of 1.3- m InGaAsP–InP buried-heterostructure
lasers was simulated using two-dimensional (2-D) models
which include the internal heat flux [10], [20]. The more
comprehensive these models are, the more material parameters
are involved. Accurate data for material parameters of ternary
and quaternary semiconductor compounds are not always
available [21]. The composition of active region materials is
often not exactly known [22]. Some parameters may depend
on the growth conditions. Thus, careful adjustment of material
parameters used in the model is required to find agreement
with measurements. Simultaneous reproduction of several
experimental results is often necessary to analyze the relative
importance of different mechanisms. For example, agreement
with the measured threshold current is obtained by fitting the
Auger recombination parameter or by fitting the absorption
coefficient. The correct balance between both mechanisms can
be found by simultaneous reproduction of the measured slope
efficiency. The number of uncertain material parameters should
be kept as small as possible by simplifying the experimental
situation simulated. Pulsed laser operation at different stage
temperatures, for instance, can be used to avoid self-heating of
the device and to exclude heat flux from the model. Thermal
conductivity parameters in heterostructures are often not
exactly known [23], leading to the risk of inaccurate active
region temperatures in CW simulations. Sophisticated laser
simulation tools are available today but a comprehensive
agreement with measurements is seldom achieved. However,
only the reproduction of a variety of experimental results gives
the confidence that relevant physical effects are incorporated
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Fig. 1. Energy band diagram of the InGaAsP–InP waveguide region at
threshold (T = 20

�C).

correctly in the model. Such an analysis is presented here using
the commercial laser diode simulator PICS3D.1 It includes
the nonuniformity of the multiquantum-well (MQW) carrier
distribution which was recently found to strongly affect the
differential internal efficiency of 1.55-m MQW lasers at room
temperature [17].

We measure and analyze the high-temperature performance
of broad-area Fabry–Perot InGaAsP–InP ridge-waveguide laser
diodes emitting at the 1.55-m wavelength. The MQW active
region contains six compressively strained wells. Threshold
current, slope efficiency at threshold, lasing wavelength,
internal absorption loss, and differential internal efficiency
are measured within the temperature range of 20C–120 C.
Section II describes the device structure and experimental
results. Physical models and key material parameters are
discussed in Section III. The results of our numerical analysis
are presented in Section IV.

II. DEVICE STRUCTURE ANDEXPERIMENTAL RESULTS

The laser structures are grown in a metalorganic vapor phase
epitaxy (MOVPE) horizontal reactor at 645C and 350 torr. The
MQW energy band diagram is given in Fig. 1. The active re-
gion consists of six 6.4-nm-thick compressively strained (1%)
In Ga As P quantum wells (QW’s). The 5.5-nm-
thick barriers are made of In Ga As P (1.25- m
bandgap wavelength) and exhibit slight tensile strain (0.04%).
The first and the last barriers are 17 nm wide. The MQW stack is
sandwiched between undoped 100-nm-thick 1.15-m InGaAsP
separate confinement layers (SCL’s). On the p-side of the struc-
ture, the first 140 nm of the 2000-nm InP cladding layer next
to the SCL are not intentionally doped. The remainder of the
InP layer is 4 10 cm Zn doped. This low doping den-
sity reduces absorption losses and prevents Zn dopants from
diffusing significantly toward the active region [24]. Zn atoms
from our 3 10 cm doped 150-nm-thick InGaAs top con-
tact layer are also not expected to diffuse into the active region
[25]. We keep the Zn concentration at the SCL–InP interface
negligibly low since its effect on electron leakage would add
more uncertainty to our analysis [15], [26]. Broad-area ridge-
waveguide lasers with 57-m-wide stripes are processed. The

1PICS3D 4.1.2 by Crosslight Software, 1998.

Fig. 2. Extraction of internal differential efficiency� and internal optical loss
� from the measured slope efficiencies (+).

p-ridge is etched down to the SCL layer. The lasers are char-
acterized as cleaved. Lasers with different cavity lengths from

m to 2008 m are manufactured.
At room temperature, the lasing wavelength is nm.

Light power versus current (– ) curves are measured under
pulsed conditions (0.05% duty cycle) to avoid self-heating. A
threshold current of mA, a threshold current density
of A/cm , and a total slope efficiency of
are measured with m. The threshold voltage is

V and the current–voltage (– ) characteristic is
linear above threshold (up to 260 mA) with .
The latter number represents the series resistance of the laser,
giving a 0.27-V voltage drop at threshold. Other contributions to
the threshold voltage can be extracted from Fig. 1 which shows
a 0.84-V Fermi level separation in the MQW and 0.09 V ex-
cess voltage at the p-side SCL–InP interface. All three numbers
add up to the measured threshold voltage. Any significant Zn
concentration at our p-side SCL–InP interface would strongly
reduce the excess voltage and it would increase the electron
barrier. High excess voltage has been associated with signifi-
cant electron leakage in 1.3-m lasers [27]. However, at room
temperature, electron leakage in 1.3-m lasers with an undoped
InP–SCL interface is negligible near threshold and is significant
only at very high injection currents [26]. Similarly, we previ-
ously found high-injection leakage in our 1.55-m lasers [17].
In this paper, we investigate laser performance near threshold
and we expect negligible electron leakageat room temperature,
as suggested by our– linearity [27].

The inverse slope efficiency is plotted versus cavity
length to extract the internal optical loss and the dif-
ferential internal efficiency (Fig. 2). The data points are
expected to form a straight line [28], but significant scattering is
often observed. This scattering is attributed to microstructural
differences as well as to nonuniform current injection with
long cavity lengths. We used up to three probes to make the
current injection more homogeneous. The average facet power
reflectivity is assumed to be . If all data points
are taken into account, the standard deviation of both the
extracted parameters is quite large: /cm /cm and

. Selecting only the best lasers with the lowest
threshold current and the highest slope efficiency gives more
narrow margins: /cm /cm and .
Besides statistical deviations, the method also exhibits
an inherent inaccuracy since the length dependence ofand
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Fig. 3. Pulsed laser power versus current (L–I) characteristics at various
temperatures (dots: measurement; lines: simulation).

Fig. 4. Characteristic temperatures measured as a function of stage
temperature.

is neglected. For our short lasers ( m), the inherent
error of the differential internal efficiency is only a few percent
whereas the internal optical loss is underestimated by about
30% [29]. For those reasons, we mainly rely on the directly
measured laser parameters and to investigate
temperature effects. We use a typical short-cavity laser in the
following.

The device temperature is increased by heating the copper
stage from room temperature (20C) up to 120 C.
The thermal red-shift of the emission wavelength is

nm/K. This red-shift is governed by
the shift of the gain peak and is about twice as strong as in
GaAs-based Fabry–Perot lasers [19]. Temperature effects on
our pulsed – characteristics are shown in Fig. 3 (note the
log scale). The effect of temperature elevation fromto
on the threshold current is often described by a char-
acteristic temperature .
Utilizing this concept, we obtain a function which
decreases from 55 K at room temperature to 20 K at 110C
(Fig. 4). Similarly, the characteristic temperature of the slope
efficiency shows a monotonic change from−180 K
to −30 K (Fig. 4). Thus, the temperature sensitivity of both
the threshold current and the slope efficiency is strongly
increasing with higher temperature. In the following, we
analyze the physical mechanisms behind these temperature
effects.

Fig. 5. Illustration of leakage currents from the waveguide region in the lateral
(ambipolar) and vertical (electrons) directions.

III. L ASER MODELS AND MATERIAL PARAMETERS

PICS3D self-consistently combines 2-D carrier transport,
heat flux, optical gain computation, and waveguiding within
the transversal plane ( ) as well as a mode solver in the
longitudinal direction (). The laser is separated into many 2-D
sections along the longitudinal axis, allowing for a quasi-3-D
simulation. However, longitudinal variations are of minor
importance in our device. Further details of the laser model
are published elsewhere [30].2 We discuss here only those
aspects that are crucial to our analysis. By measuring pulsed
laser characteristics, we are able to exclude self-heating effects
which would add another level of uncertainty to the analysis. In
our investigation, the temperature of the active region is equal
to the stage temperature.

The drift-diffusion model of carrier transport includes Fermi
statistics and thermionic emission at heterobarriers [31]. This
process is mainly controlled by the offset of the conduction
band ( ) and valence band ( ) at the heterobarrier. We
find best agreement with the measurements by using a band
offset ratio of which is typical for the
InGaAsP–InP system [32]. In our steady-state analysis, carrier
scattering between confined and unconfined QW states is not
considered explicitly. A single quasi-Fermi level is assumed
and QW carriers are treated as 3-D within the transport equa-
tions. More sophisticated models are required to investigate dy-
namic laser characteristics [33]. Fig. 5 illustrates leakage cur-
rents in our device. Vertical leakage is due to electrons leaving
the waveguide region in the verticaldirection by thermionic
emission. We draw the boundary along the SCL–InP interface
in order to clearly separate electron leakage from other phys-
ical mechanisms. Vertical hole leakage into n-InP is also part
of the model but it is negligible. Lateral leakage includes all
carriers leaving the waveguide region in the lateraldirec-
tion. Both the leakage currents plus all recombination currents
within the active (QW) and passive layers of the waveguide re-
gion add up to the injection current. Within passive layers,
a temperature-independent spontaneous emission parameter of

cm s is assumed. The spontaneous recombi-
nation rate in QW’s is much larger than in passive layers and is
calculated self-consistently from the energy band structure and
Fermi distribution including temperature effects. A 2-D profile
of spontaneous recombination in the MQW region is shown in

2PICS3D User’s Manual. [Online]. Available http://www.crosslight.ca
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Fig. 6. ProfileR (x; y) of the spontaneous emission rate [10 cm s ] within the MQW region at 120�C. The upper (p-side) quantum well exhibits the
strongest recombination. Emission beyond the ridge region (x > 28:5 �m = thick line) indicates lateral leakage.

Fig. 6 as calculated at C. QW recombination outside
the ridge region ( m) indicates lateral leakage. Using
the total spontaneous recombination rate and the average carrier
densities, an average QW parameter cm s
is estimated at 120C. It is smaller than the room-temperature
value cm s , as expected. Our relatively
low room-temperature threshold current density indicates small
nonradiative recombination. The Shockley–Read–Hall (SRH)
recombination lifetime of electrons and holes is assumed to
be 20 ns within the MQW stack and 100 ns elsewhere. Pub-
lished measurements of the QW Auger recombination rate
versus the average QW carrier densityshow a weak temper-
ature dependence in strained-layer 1.55-m MQW lasers [13],
[34]. There is some uncertainty about the carrier density mea-
surement [35]; however, the Auger parameteris found to be
hardly temperature-dependent. By definition, the experimental
parameter is somewhat different from the theoretical param-
eters and used in the calculations of the local Auger
recombination rate ( ) ( –electron den-
sity, –hole density, –intrinsic carrier density). Sekiet al.
have investigated this difference [36]. Assuming that the con-
duction-hole-hole-split-off (CHHS) Auger process dominates
( ), they reproduce the small temperature sensitivity
of the experimental results employing an Arrhenius-type func-
tion for the parameter with an acti-
vation energy of meV. We adopt this concept here
using the same activation energy which gives good agreement
with our measurements. Our fit leads to an Auger parameter of

cm s at room temperature which rises
to 2.9 10 cm s at 120 C.

In our strained QW’s, the conduction bands are assumed to
be parabolic and the nonparabolic valence bands are computed
by the 4 × 4 kp method including valence band mixing [37].
The local optical gain is calculated self-consistently from the
local Fermi distribution of carriers at each bias point of the

– curve. A Lorentzian broadening function is used with
0.1 ps intraband relaxation time. Band gap shrinkage due to
carrier-carrier interaction is considered as
with eV cm. The thermal bandgap reduction
parameter meV/K is extracted from the
measured thermal shift of the lasing wavelength. This number

Fig. 7. Material gain spectrum for various temperatures (inset: shift of the
lasing wavelength).

is in agreement with measurements of the photoluminescence
peak shift of similar MQW’s [22]. Temperature effects on
the calculated gain spectrum are shown in Fig. 7 for a carrier
density of cm . With higher temperature,
the peak gain decreases substantially due to the wider spreading
of the Fermi distribution of carriers. The negative gain below
the bandgap energy is a deficiency of the Lorentz broadening
model [38], but it hardly affects our analysis. The inset shows
the good agreement of the calculated lasing wavelength with
measurements. Because of the temperature dependence of the
carrier densities ( ), it slightly deviates from the gain
peak position shown. Fig. 8 plots the peak gain as a function
of the carrier density at different temperatures. To maintain the
required threshold gain with rising temperature, carrier density
and injection current need to be increased. We will show in
Section IV that this is the main trigger mechanism for the
observed temperature sensitivity of the threshold current.

Several absorption mechanisms are considered in PICS3D.
The local absorption coefficient is proportional to the density
of electrons and holes: . The constant
background loss coefficient represents carrier-density-in-
dependent mechanisms like photon scattering at defects.
Free-carrier absorption due to electrons is known to be very
small in 1.55- m InGaAsP–InP lasers ( cm )
[2]. Absorption within the valence bands can be related to
intraband transitions (free-carrier absorption) or to interband
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Fig. 8. Peak material gain versus carrier density (n = p) at different
temperatures. Dots give the average QW carrier density at threshold as obtained
from the simulation (p > n).

transitions (IVBA). Both mechanisms are roughly proportional
to the hole density and hard to separate in our analysis. IVBA
is usually considered the dominant absorption mechanism in
1.55- m lasers [2]. Absorption measurements at the 1.55-m
wavelength give cm for bulk material
(InGaAsP exhibits higher values than InP) [39]–[42]. It is
difficult to accurately measure this parameter within QW’s,
and only a few experimental investigations ofcan be found
in the literature on 1.55-m MQW structures [42], [43]. IVBA
is often believed to be reduced by compressive strain, but
some investigations suggest otherwise [44], [45]. QW IVBA
is hard to distinguish from IVBA in other layers, and we
assume and to be uniform throughout our device, i.e.,
carrier-density-dependent absorption within barriers and SCL’s
is included self-consistently. Our fit to – measurements
gives cm at room temperature. This number
mainly represents the QW’s (cf. Section IV). It is smaller than
measured with unstrained QW’s (14010 cm ) and larger
than with more strongly strained QW’s (3510 cm with
1.2% strain) [42]. We find a very weak temperature sensitivity
of this parameter ( cm at 120 C) which is
in agreement with theoretical [46] and experimental [14], [39],
[41], [47] results of other researchers. The modal internal loss
parameter is obtained by 3-D integration, weighted by the
local intensity of the fundamental mode (optical confinement
factor ). Temperature effects on are mainly
caused by the temperature-dependent carrier density. For our
lasers, vanishing background loss ( ) and facet
power reflectance give the best agreement with– measure-
ments at a different laser length. The mirror loss coefficient is

cm for our cavity length of m.
By choosing the highest level of self-consistency in PICS3D,

each bias point of our – simulation requires about 10 min of
computation on a 500-MHz Pentium III computer, amounting
to about 2 h for each – curve.

IV. A NALYSIS OF EXPERIMENTAL RESULTS

The simulated – characteristics are given in Fig. 3 (lines)
for device temperatures from 20C to 120 C. The excellent
agreement with the measurements is obtained by careful adjust-
ment of key material parameters as discussed in Section III. The

Fig. 9. Pulsed threshold current and its components (dots: measurements,
lines: simulation).

Auger coefficient has the strongest influence on the calcu-
lated threshold current. Surprisingly, it also affects the slope ef-
ficiency (see below). The second most crucial fit parameter is
the absorption parameter . The band offset ratio
only controls high-temperature– curves, indicating negli-
gible vertical leakage at lower temperatures. The fit in Fig. 3 is
mainly achieved by balancing these three material parameters.

Fig. 9 plots the threshold current and its components as
a function of temperature. All recombination currents are
obtained by 3-D integration over the waveguide region (Fig. 5).
Carriers leaving the waveguide region in the lateral or vertical
direction constitute leakage currents. At room temperature, the
strongest contribution to the total threshold current comes from
QW Auger recombination (61%), followed by spontaneous
emission (27%), lateral leakage current (8%), and SRH recom-
bination (3%). Vertical carrier leakage is negligible at 20C
which is also indicated by the straight electron quasi-Fermi
level at the p-side SCL–InP interface (Fig. 1). Relevant current
flow across this undoped interface would be accompanied by a
step in the quasi-Fermi level which is clearly visible in the case
of holes. Hot carriers are not included in our simulation, i.e.,
carriers instantaneously assume a Fermi distribution. At 120C,
vertical electron leakage into p-InP becomes the dominant
carrier loss mechanism (47%), leaving behind Auger recombi-
nation (45%), spontaneous emission (4%), lateral leakage (3%),
and SRH recombination (1%). All these calculated contribu-
tions add up perfectly to the measured threshold currents (dots
in Fig. 9). Its temperature sensitivity is dominated by Auger
recombination at lower temperatures and by vertical leakage at
higher temperatures. A critical transition temperaturecan
be defined by the beginning dominance of vertical leakage
current (120C) or by the drop of the characteristic temperature
near 80 C (cf. Fig. 4). The second definition is less precise
but more suitable from an experimental point of view. Below

C, the characteristic temperatures of Auger current
(44 K) and spontaneous recombination current (217 K) are
close to the numbers found by other authors [7]. At higher
temperatures, of the spontaneous recombination drops to
80 K, indicating the increasing contribution from carriers in
passive layers. Characteristic temperatures for vertical leakage,
lateral leakage, and SRH recombination are about 14, 62, and
127 K, respectively.
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Fig. 10. Threshold electron densityn(y) at the laser axis for different
temperatures.

All these carrier loss mechanisms depend on the carrier distri-
bution (Fig. 10). From 20C to 120 C, the average QW carrier
density increases from 1.610 cm to 2.8 10 cm .
The enhancement of carrier density and carrier losses is mainly
triggered by the gain reduction with higher temperature. This
becomes clear from Fig. 11 which shows a threshold current
simulation assuming C in all gain calculations. Without
temperature effects on the gain, the temperature sensitivity of
the threshold current is very small ( K), despite Auger
recombination. This result confirms experimental investigations
by other authors [13], [14] which have been disputed elsewhere
[7].

The maximum lasing temperature of our devices is limited
by vertical electron leakage into the InP ridge. From 20C to
120 C, the electron density at the p-side SCL–InP interface rises
by more than one order of magnitude (Fig. 10). This is accom-
panied by an elevation of the electron quasi-Fermi level on the
SCL side ( ). Both its reduced distance to the InP conduc-
tion band edge and the increased temperature lead to the
escalation of the thermionic emission current density across this
interface [31]

(1)

where
effective Richardson constant;
Boltzmann constant;
electron quasi-Fermi level on the InP side of the
interface.

Most of the leaking electrons drift toward the contact, and the
p-InP minority carrier density rises from 10cm at 20 C
to 5 10 cm at 120 C. We have recently reported on the
introduction of an InGaP layer at the p-side SCL–InP interface
to heighten the energy barrier for electrons [48]. The effect of
this electron stopper layer is illustrated by the dotted line in
Fig. 11. It has no effect at lower temperatures but it reduces
the threshold current at high temperatures. Consistent with this
analysis, the introduction of a p-AlInAs electron stopper layer
into 1.3- m AlGaInAs–InP lasers led to the record-high lasing

Fig. 11. Simulated threshold current for different variations of the model
(dots—measurement).

temperature of 210C [5]. The vertical electron leakage current
can also be reduced by p-doping of the SCL–InP interface [15],
[26], [49].

From 20 C to 120 C, the Auger current rises tenfold which
is mainly related to the 75% increase of the carrier density
( in the QW’s). The Auger coefficient rises
by less than a factor of 2. Fig. 11 gives the threshold current
as calculated without Auger recombination ( ).
This result is lower than the simple subtraction of the Auger
current from the threshold current, especially at high tempera-
tures (cf. Fig. 9). The corresponding slope efficiency is higher
than with Auger recombination. This phenomenon is due to the
smaller threshold voltage which gives reduced vertical leakage
since MQW carrier nonuniformity and electron overflow into
the p-side SCL are reduced [17] and the electron quasi-Fermi
level at the p-side SCL–InP interface is lowered. Caused by
this combination of effects, the characteristic temperature of the
threshold current is K when Auger recombination is
removed from the model.

Thus far, we have analyzed temperature effects on the
threshold current. More information about internal laser
physics can be extracted from the measured slope efficiency

which is reproduced by our simulation (Fig. 12). The
differential quantum efficiency is
affected by internal optical losses () and by the enhance-
ment of carrier losses above threshold (). The differential
internal efficiency is the fraction of the
total current increment above threshold that results in the
stimulated emission of photons [38]. It is less than unity if
parts of are consumed by other recombination processes
(Auger recombination, spontaneous recombination, and SRH
recombination; current increment ) or by leakage (vertical
leakage increment , lateral leakage increment ) [50].
The total current increment is the sum of all these contribu-
tions: . The corresponding
differential efficiencies are given as

(2)
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Fig. 12. Differential efficiencies versus temperature (dots: measurement;
lines: simulation). The internal efficiency� = � � � is separated
into contributions from vertical leakage (� ), lateral leakage (� ), and
recombination losses (� ).

These efficiencies can also be understood as probabilities. An
additional electron injected above threshold has the probability

to remain within the ridge region ( m). It has the
probability to recombine within the waveguide region. The
efficiency gives the ratio of the stimulated recombination in-
crement to the total recombination increment within the wave-
guide region (including MQW). The difference between both
the recombination rates is considered recombination loss. The
recombination loss within SCL’s and barriers is more than one
order of magnitude smaller than within the QW’s (cf. Fig. 6).

We have recently shown that QW recombination losses
dominate the differential internal efficiency of our MQW lasers
at room temperature [17]. Their commonly neglected influence
is based on the increasing nonuniformity of the QW carrier
population with higher current. The separation of quasi-Fermi
levels in neighboring QW’s increases with higher current due to
the electrical resistance of the barrier. This causes an increment
of Auger recombination within the more populated p-side
QW’s that is larger than the decrement in the less populated
n-side QW’s. The net increase of Auger recombination above
threshold dominates at room temperature [17]. Lateral
leakage has a much smaller influence and vertical leakage is
negligible at lower temperatures (Fig. 12).

Again, this ranking changes dramatically at high tempera-
tures. Above 80C, electron leakage causes the highest differ-
ential carrier loss. The recombination loss increment rises
little with higher temperature. This is related to the more uni-
form hole distribution (Fig. 13) which compensates for rising
Auger recombination. Due to a lower carrier mobility, the lat-
eral leakage increment decreases slightly, thereby reducing
the temperature sensitivity of the slope efficiency [51]. The crit-
ical temperature C of is identical to the one ex-
tracted from the temperature sensitivity of the threshold current.
However, is difficult to identify from the measured change
of the characteristic temperature of , as proposed by other
authors [16]. In fact, the strongest change in Fig. 4 occurs near
40 C, when the efficiency starts to drop (Fig. 12). The
open circles in Fig. 12 give experimental results for the internal
efficiency as obtained by the method, which confirm
our simulation (cf. Section II).

Fig. 13. Threshold hole densityp(y) and wave intensity at the laser axis with
the stage temperature as the parameter.

Fig. 14. Internal optical loss of the fundamental mode. Dashed lines give
contributions of different device regions. Dots give� as extracted fromL–I
curves (cf.Fig. 2).

Finally, we analyze temperature effects on the modal optical
loss . Absorption is governed by the density of holes
which is the highest in the QW’s (Fig. 13). At room tempera-
ture, 64% of the internal optical loss occurs within the QW’s
and 10% within barriers and SCL’s (Fig. 14). The remaining
26% originate in the p-InP cladding layer which is occupied
by a considerable part of the guided wave (Fig. 13). At 120
C, the QW’s cause 60% of the internal absorption whereas

the contribution of barriers and SCL’s rises to 24%. The total
absorption doubles within this temperature range. As suggested
by other authors [11], [16], absorption by unconfined carriers
rises strongly with temperature elevation. However, passive
layer absorption does not dominate internal optical losses in our
lasers. Fig. 14 also gives experimental results forobtained
by the method which show some scattering and which
are all smaller than calculated. This disagreement is an inherent
problem of the method with short lasers and it does not
invalidate our simulation [29].

Photon losses have less effect on the slope efficiencythan
carrier losses. From 20C to 120 C, the optical efficiency

decreases from 0.74 to 0.56 while the differen-
tial internal efficiency drops from 0.66 to 0.19, mainly due
to vertical leakage (Fig. 12). Below the critical temperature
of 80 C, the effect of absorption on the threshold current’s
temperature sensitivity is also small. When we exclude ab-
sorption from the simulation, the constant mirror loss gives a
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constant threshold gain and a smaller increase of the threshold
carrier density with temperature (cf. Fig. 8). The characteristic
temperature of the threshold current is slightly increased to 58
K (Fig. 11). However, the threshold current at 120C is almost
three times smaller without absorption, mainly due to reduced
vertical leakage.

V. SUMMARY

Based on various light versus current measurements on
1.55- m Fabry–Perot laser diodes, we have investigated the
relative importance and the interaction of key physical mecha-
nisms which are known to affect the temperature sensitivity of
long-wavelength lasers. In our MQW laser, threshold current
and slope efficiency are mainly governed by Auger recombina-
tion at low temperatures and by vertical electron leakage at high
temperatures. The critical transition temperature is about 80C.
The enhancement of carrier losses and internal absorption with
rising temperature is mainly controlled by the increasing carrier
density in active and passive layers. This increase is caused by
optical gain reductions with higher temperature. Thus, only the
self-consistent consideration of temperature effects on gain,
carrier density, recombination, leakage, and absorption leads
to a full explanation of the measured temperature sensitivity.
Other types of laser diodes may exhibit a different balance
of these mechanisms. A larger variety of experiments allows
for the fine-tuning of more material parameters in the model.
However, we have given an example of how advanced numer-
ical models can extract detailed physical information from
laser measurements and help to deepen the understanding of
temperature effects.
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